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Abstract

We often assume that robots which collaborate with humans should behave in ways that are trans-
parent (e.g., legible, explainable). These transparent robots intentionally choose actions that convey
their internal state to nearby humans: for instance, a transparent robot might exaggerate its trajec-
tory to indicate its goal. But while transparent behavior seems beneficial for human-robot interaction,
is it actually optimal? In this paper we consider collaborative settings where the human and robot
have the same objective, and the human is uncertain about the robot’s type (i.e., the robot’s internal
state). We extend a recursive combination of Bayesian Nash equilibrium and the Bellman equation to
solve for optimal robot policies. Interestingly, we discover that it is not always optimal for collabora-
tive robots to be transparent; instead, human and robot teams can sometimes achieve higher rewards
when the robot is opaque. In contrast to transparent robots, opaque robots select actions that with-
hold information from the human. Our analysis suggests that opaque behavior becomes optimal when
either (a) human-robot interactions have a short time horizon or (b) users are slow to learn from
the robot’s actions. We extend this theoretical analysis to user studies across 43 total participants in
both online and in-person settings. We find that — during short interactions — users reach higher
rewards when working with opaque partners, and subjectively rate opaque robots as about equal to
transparent robots. See videos of our experiments here: https://youtu.be/u8q1Z7WHUuI
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1 Introduction

Optimal robots select actions to maximize
their objective function. When robots collabo-
rate alongside humans, maximizing this objective
requires teamwork: the robot must reason about
how the human interprets and reacts to the robot’s
behavior in order to seamlessly complete the over-
all task [37, 13, 6, 15]. In this paper we focus on
settings where the robot and the human share the
same objective function (i.e., the robot and human
are working together to perform a task), but the
human does not know exactly how the robot will

behave. This applies to factory floors, manufac-
turing, and assembly contexts where everyday
human workers must collaborate with robot part-
ners [33, 27, 26, 23]. For example, imagine a person
teaming up with a robot arm to build a block
tower (see Figure 1). Both the human and robot
share the same objective: they are trying to maxi-
mize the tower’s height without it falling over. But
the human is not sure about the robot’s capabil-
ities. If the robot is capable it can reach for any
block and add it to the tower; on the other hand,
if the robot is confused it will only be able to
add the closer, smaller blocks. Whether the robot

1

https://youtu.be/u8q1Z7WHUuI


Should I convey 

my capability 𝜃?𝜃
Which block

should I add?
b(𝜃)

Fig. 1 Collaborative block-stacking task where the human
is uncertain about the robot’s internal state �. Transpar-
ent robot actions help the human learn � and decide what
blocks to add to the tower. However, we find that the costs
of this transparent behavior may outweigh its benefits

is capable or confused affects the human’s opti-
mal decisions: when working with a capable robot
the human should add larger blocks, but for a
confused robot the human needs to add smaller
blocks to keep the tower from becoming unstable
and falling over. Given this uncertainty, it seems
intuitive that the robot’s optimal behavior is to
pick up blocks that reveal whether it is capable or
confused.

In line with this intuition, today’s approaches
to human-robot interaction often assume that
robot behavior should be transparent (e.g., legi-
ble, explainable, understandable) [16, 34, 17, 36].
Transparent robots take actions that purposely
reveal their internal state. For instance, when
reaching for a block on a cluttered table, a trans-
parent robot will exaggerate its trajectory so that
nearby humans can predict which block the robot
is going to grab [11, 10, 7]. Transparent motions
are beneficial because they convey information
to the human, and the human can then lever-
age this information to better coordinate with the
robot [14, 39, 29, 18]. But transparent behavior
also comes at a cost. Consider our example of
reaching for a block: by exaggerating its trajec-
tory the robot takes longer to get to the block
and complete the task. Going one step further,
the human teammate may require multiple inter-
actions before they correctly interpret what the
robot is trying to convey and update their own
behavior in response.

In this paper we explore the situations where
transparent behavior is optimal for human-robot
teams. We build on related works to introduce
opacity as the opposite of transparency: opaque
robots select actions that withhold information
from the human. To determine whether it is opti-
mal for robots to withhold information and select
opaque behaviors, or to convey information and
select transparent behaviors, our insight is that:

We can formulate collaborative interactions where
the human is uncertain about the robot internal
state as a two-player stochastic Bayesian game.

We develop an algorithmic framework to solve
these games and obtain optimal robot policies for
each internal state (i.e., for each type of robot).
Interestingly, we find that — under some condi-
tions — the optimal policy is the same for every
robot type and the robot’s resulting behavior is
opaque to the human. Return to our motivating
example in Figure 1. Although we might have
expected the capable robot to stack large blocks
and the confused robot to stack small blocks, we
will prove that under some conditions the human-
robot team actually has a higher expected reward
if both robots always build the smaller tower.
Put another way, when the human and robot act
optimally the robot is opaque, and does not take
actions to convey to its capabilities to the human.

Overall, we make the following contributions:

Formalizing Opacity. We capture settings
where the human and robot have the same pay-
off and the human is uncertain about the robot’s
type as stochastic Bayesian games. Within this
context we build on prior works to define fully and
rationally opaque behavior.

Proving when Opacity is Optimal. We extend
a recursive combination of Bayesian Nash Equi-
librium and the Bellman equation to find optimal
robot policies. We then show that these optimal
policies can be opaque. Our analysis and simu-
lations suggests that it is more likely for opaque
behavior to be optimal when (a) interactions have
a short time horizon and (b) humans are slow to
learn from robot actions.

Measuring User Responses to Opaque
Robots. We conduct online and in-person user
studies where we compare opaque and transpar-
ent robots. Across 43 total participants we support
our theoretical analysis and show that opaque
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