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PECAN: Personalizing Robot Behaviors through a Learned
Canonical Space

HERAMB NEMLEKAR, ROBERT RAMIREZ SANCHEZ, and DYLAN P. LOSEY, Virginia
Tech, USA

Robots should personalize how they perform tasks to match the needs of individual human users. Today’s
robot achieve this personalization by asking for the human’s feedback in the task space. For example, an
autonomous car might show the human two different ways to decelerate at stoplights, and ask the human
which of these motions they prefer. This current approach to personalization is indirect: based on the behaviors
the human selects (e.g., decelerating slowly), the robot tries to infer their underlying preference (e.g., defensive
driving). By contrast, our paper develops a learning and interface-based approach that enables humans to
directly indicate their desired style. We do this by learning an abstract, low-dimensional, and continuous
canonical space from human demonstration data. Each point in the canonical space corresponds to a different
style (e.g., defensive or aggressive driving), and users can directly personalize the robot’s behavior by simply
clicking on a point. Given the human’s selection, the robot then decodes this canonical style across each task
in the dataset — e.g., if the human selects a defensive style, the autonomous car personalizes its behavior to
drive defensively when decelerating, passing other cars, or merging onto highways. We refer to our resulting
approach as PECAN: Personalizing Robot Behaviors through a Learned Canonical Space. Our simulations
and user studies suggest that humans prefer using PECAN to directly personalize robot behavior (particularly
when those users become familiar with PECAN), and that users find the learned canonical space to be intuitive
and consistent. See videos here: https://youtu.be/wRJpyr23PKI

1 INTRODUCTION
Over its lifetime, a robot will likely interact with multiple different humans. Each of these humans
has their own personal preferences for how the robot should behave. For example, consider an
autonomous car that drives a human passenger. One passenger might prefer for the autonomous
car to be especially defensive, while another passenger may want the car to drive more aggressively.
In order to account for this personalization, we recognize that it is not sufficient for a robot to just
learn the desired tasks it should perform. We also need robots that adapt the way they perform
those tasks (i.e., adapt their style) to match the current user’s preferences.
Existing research often tries to address this problem by collecting human feedback in the task

space. Here the human can demonstrate their desired trajectory, correct the robot’s motion, or rank
the robot’s behavior [3, 12, 17, 20–22, 25, 27, 30, 36]. The robot then uses this feedback to update
its estimate of what style the human truly wants: for example, if a human passenger shows the
autonomous car that it should gradually decelerate at red lights, the autonomous car might infer
that the human prefers defensive driving. Unfortunately, this task-space approach is fundamentally
limited because it results in indirect personalization. The human user is not able to directly convey
their desired style (e.g., defensive driving). Instead, the human must show behaviors that exhibit
their desired style in the task space (e.g., gradually decelerating), and hope that the robot infers the
correct style from this data.
By contrast, in this paper we enable humans to directly personalize the robot’s behavior across

multiple tasks with a single click. We achieve this shift by lifting human-robot interaction from the
task space into the style space. More specifically, we hypothesize that:

Styles are often shared across tasks, and these

This work is supported in part by NSF Grant #2246446.
Authors’ address: Heramb Nemlekar, hnemlekar@vt.edu; Robert Ramirez Sanchez, robetjrs03@vt.edu; Dylan P. Losey,
losey@vt.edu, Virginia Tech, Department of Mechanical Engineering, 635 Prices Fork Rd, Blacksburg, VA, 24060, USA.
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Fig. 1. User personalizing the driving style of an autonomous car. With existing methods, the user provides
feedback about their preferred behavior, and the robot indirectly estimates their style based on this feedback.
We propose a direct approach where users select their style in a canonical space, and the robot applies this
user-chosen style across each task it encounters.

common styles can be captured by a canonical space.
We leverage our insight to introduce PECAN: Personalizing Robot Behaviors through a Learned
Canonical Space. At training time, this algorithm collects human demonstrations of diverse tasks
(e.g., decelerating at a red light, yielding at an intersection). The robot then leverages our proposed
representation learning approach to autonomously extract a high-level canonical space from the
task demonstrations. This learned canonical space is an abstract but user-friendly manifold: each
point in the manifold corresponds to a different underlying style. At run time, humans select a
point from this canonical space (i.e., each user can choose their own desired style), and the robot
decodes that point into consistent behaviors across each task in the dataset. For example, if the
current passenger selects a point that corresponds to defensive driving, the autonomous car will
apply this canonical style to each individual task: decelerating gradually at stop lights, staying far
from other vehicles on the highway, and yielding the right of way at intersections.
Overall, PECAN enables humans to rapidly personalize the way a robot behaves by directly

specifying their preferred style. We make the following contributions:
Learning a Canonical Space of Styles. We introduce an approach for learning a high-level
representation of robot behaviors through weak supervision. Given data of diverse human demon-
strations and a few labels for demonstrations with similar styles, the robot encodes information
about the tasks and styles into separate spaces. This allows users to choose their preferred style
independent of the tasks.
Forming a User-Friendly Canonical Space.We propose characteristics of the canonical space
— such as consistency and monotonicity — that make it easy for users to understand how the
styles are encoded and select their preferred style. The robot induces these characteristics by using
demonstrations that represent the extremes of the style spectrum.
Evaluating with Real Users. We compare our approach to state-of-the-art baselines in two user
studies: one using a robot arm and another focusing on an autonomous driving scenario. Our
results suggest that participants find it easier to personalize robot behaviors using an interface
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that leverages our approach. They also prefer PECAN over the baselines, stating that it is more
consistent and intuitive. These results become more pronounced as the users gain experience using
PECAN, suggesting that familiarization is an important factor in our method’s effectiveness.

2 RELATEDWORK
Preference Learning. Humans can personalize a robot by providing feedback about its behaviors.
This includes demonstrating the desired motion [22, 25], correcting the robot’s actions [16, 17, 30],
selecting their preferred trajectory from options presented by the robot [27, 32, 36], or some
combination of these feedback types [3, 13, 20, 21]. These works parameterize the robot’s behavior
with user-defined features, such as the speed of an autonomous car or its distance from other cars
in a driving scenario. The parameters or weights for these features are then estimated based on
the human’s feedback. Together, the weights and features determine the robot’s style (i.e., how it
performs the given task) [26].
Specifying the correct set of features for modeling complex styles can be challenging [6]. To

overcome this, previous research has also proposed deep reinforcement learning from human
feedback [9, 12], which bypasses the need to specify such features. However, this approach is often
time-consuming, as users may have to provide feedback hundreds or even thousands of times
throughout the learning process.

Our work is different from these approaches in two ways. First, we do not pre-define the styles or
features. Instead, we learn a latent representation of the styles from offline human demonstrations.
Second, we do not collect more data from users in the task space. Instead, we design a canonical space
that allows users to select their preferred style by simply clicking on the learned representation.

Multi-task Personalization. The methods discussed so far involve a single robot model that
learns both the task and the user’s preferred way of performing it. However, our insight is that
these style preferences are often shared across diverse tasks. For instance, humans tend to prefer
similar navigation styles across different search and rescue scenarios [11]. Some recent methods
account for this by separately learning the user styles from the task-specific objective [2, 7, 33].
However, these works still assume that the relevant features are known. Our approach will also
separate the learning of user styles from the tasks, but without assuming any features.
Specifically, we propose to construct a canonical representation of styles that is shared across

multiple tasks. Previous research in multi-task learning has similarly explored how robots can
learn canonical representations over several tasks [1, 19, 24, 28]. For example, in [19, 24], the robot
learns a common visual representation of various tasks, and in [1], the robot learns a latent action
representation that applies to a family of tasks. Our approach differs from these works because —
in addition to learning multiple tasks — we also learn a canonical space that captures the different
styles with which these tasks can be performed.

Learning a Canonical Style Space.Most relevant to our approach are methods like [18, 23, 29, 34]
that learn a canonical representation of robot skills or styles over several tasks.

In [18], the robot embeds action sequences into a latent space of task-agnostic skills. The robot
then executes these skills on a continuous range of tasks that are specified by their start and end
states. When the set of tasks is finite, [23] learns a latent space comprised of discrete and continuous
portions. The discrete variables capture the tasks and the continuous variables capture the latent
styles. Both these methods employ Variational Autoencoders (VAEs) to train the latent spaces in an
unsupervised manner. However, [18] assumes that the tasks are specified by the user, while [23]
does not guarantee that the respective latent spaces will exclusively capture the tasks and styles
present in the data.
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To address this, [34] utilizes a small set of labels for trajectories that belong to the same task and
for trajectories that correspond to the same skill. These labels are used to train Gated VAEs [31]
which encode the task and skill knowledge into separate latent spaces. In contrast, [29] encodes
classes (i.e., tasks) and styles as a Gaussian mixture within a single continuous latent space. Each
Gaussian represents a class and its variance captures the styles. As opposed to [34], this method
only requires the task labels for a subset of the inputs.

A major limitation of all these methods is that the encoded styles are not consistent across tasks.
The same latent value can produce different styles depending on the task — making the interface
unintuitive for humans. Ideally, users should be able to select their preferred style with a single
click and produce similar robot behaviors across all tasks.
Similar to approaches like [23], we utilize separate discrete and continuous latent spaces to

encode the task and style information. The latent style space becomes our canonical space. To
ensure that the canonical space is consistent across tasks, we use a small set of labels for trajectories
having similar styles but in different tasks. Unlike [34] and [29], our approach does not require any
task labels. Instead, we capture the actual tasks and styles with their respective latent spaces by
only using labels for trajectories with similar styles.

3 PROBLEM STATEMENT
We explore how robotic systems (such as robot arms or autonomous vehicles) can learn a canon-
ical space for personalizing their behaviors. We assume that the robot is given a dataset with
demonstrations of diverse tasks and ways of performing those tasks. From this dataset the robot
needs to extract a low-dimensional and user-friendly manifold that embeds the styles shared across
tasks (e.g., driving an autonomous car defensively or aggressively). Importantly, we do not assume
that the styles are predefined or that the tasks are known. Instead, the system must learn these
underlying styles to autonomously construct the canonical space.
Trajectories. Let 𝑠 ∈ S be the system state and let 𝑎 ∈ A be a robot action. For example, in
our driving scenario the state 𝑠 includes the position and heading of the autonomous car and any
other nearby vehicles, and 𝑎 is the robot’s steering and acceleration inputs. A trajectory 𝜉 ∈ Ξ is a
sequence of𝑇 state-action pairs: 𝜉 = {(𝑠1, 𝑎1), . . . (𝑠𝑇 , 𝑎𝑇 )}. We obtain trajectories by rolling out the
robot’s learned behaviors in the environment, or by collecting demonstrations from humans.
Dataset. At training time the robot is given a dataset with 𝑁 demonstrations from one or more
human teachers. Each demonstration is a trajectory, so that the dataset consists of:D = {𝜉1, . . . , 𝜉𝑁 }.
The trajectories within D show examples of multiple tasks, and perform those tasks with a variety
of different styles. Let 𝜏 ∈ T be the space of tasks and let 𝜃 ∈ R𝑑𝜃 be the space of styles. We assume
that there are a discrete set of tasks (e.g., slowing for a red light, passing on the highway, crossing
an intersection), but the manifold of styles is continuous. Returning to our driving example, the
human can provide trajectories that slow for a red light (i.e., the task) along a spectrum from very
gradually to very abruptly (i.e., the style). Overall, each demonstration 𝜉 ∈ D corresponds to some
task 𝜏 and style 𝜃 .
Labels. In practice, however, we do not assume that the robot knows the task or style for any
trajectory 𝜉 ∈ D. This is partially because it is difficult for humans to quantify the style of their
demonstrations [15]. Imagine a person showing an autonomous car how to smoothly slow down
for a red light; what numerical value of 𝜃 should the human give to that behavior? Rather than
asking humans to provide 𝜃 , we instead ask users to label trajectories that have similar styles. For
our driving example, perhaps in 𝜉1 the autonomous car brakes late for a red light, and in 𝜉2 the
autonomous car tailgates directly behind another vehicle. A human teacher might label 𝜉1 and 𝜉2
as having similar styles, since in both trajectories the robot drives aggressively. More generally, it
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Fig. 2. Proposed architecture for Personalizing Robot Behaviors through a LearnedCanonical Space (PECAN).
(Left) The robot uses a task encoder𝜓𝜏 and a style encoder𝜓𝜃 to embed input demonstrations 𝜉 ∈ D into
two low-dimensional spaces: a latent task space 𝑍𝜏 and a latent style space 𝑍𝜃 . A decoder network 𝜙

takes the combined latent tasks and styles as input and reproduces the input demonstrations. For labeled
demonstrations, a classifier network Δ predicts the class labels from their latent styles. We train both the
encoders and the decoder to accurately reconstruct the demonstrations. Simultaneously, we also train the
style encoder along with the classifier such that it assigns similar latent values to trajectories with the same
label. (Right) We show that when labeled demonstrations represent the extreme ends of the style spectrum,
the canonical space is organized so that the latent styles of these extremes are positioned at the corners. This
arrangement allows users to interpolate between the extremes by choosing intermediate latent values.

is up to the human teacher(s) to decide what the styles are, and what groups of trajectories they
think have similar styles. As a result of this process the robot is given labels Y. Each label 𝑦𝑖 ∈ Y
contains a set of trajectories 𝑦𝑖 = {𝜉1, 𝜉2, . . .} that all have similar styles (as determined by the
human teachers). Every trajectory 𝜉 ∈ 𝑦 belongs to the dataset D; however, not all trajectories
𝜉 ∈ D need to be labeled in Y.

Overall, the robot’s objective is to leverage the dataset D and labelsY to learn a canonical space
of styles that allows users to easily personalize the robot’s behavior across tasks.

4 LEARNING A CANONICAL STYLE SPACE
Wewant to enable people to select their preferred style 𝜃 for completing a collection of tasks T with
just a few clicks. This personalization is challenging because the robot has no explicit knowledge
of either the tasks or styles. However — recalling our motivating hypothesis — we recognize that
styles are often shared across tasks, and so we can try to capture these underlying styles with a
learned canonical space.
In this section we outline our approach for constructing this canonical space (see Figure 2).

First, in Section 4.1, we introduce an autoencoder architecture that extracts the task and style
information from the demonstrated trajectories. Our architecture encodes the tasks and styles into
distinct latent spaces; the latent style space becomes our canonical manifold. Next, in Section 4.2,
we propose characteristics that make the canonical space user-friendly, so that humans can easily
interact with that space to search for and select their preferred styles. Finally, in Section 4.3, we
describe our training process, focusing on how we learn a canonical space that effectively captures
the styles in dataset D while also exhibiting user-friendly characteristics.
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4.1 Separately Encoding Tasks and Styles
As defined in Section 3, each robot trajectory corresponds to a specific task 𝜏 ∈ T and style 𝜃 ∈ R𝑑𝜃 .
For example, a robot arm could perform tasks like placing a cup in front of the user or pouring
coffee into that cup. Different users may prefer different styles for these tasks (see Figure 2): perhaps
one user provides demonstrations where the robot follows the shortest path, while another user
shows demonstrations that take an exaggerated path to maintain a safe distance from the human.

Our insight is that these underlying styles are often consistent across tasks. We therefore want
to learn a style space that is independent of the tasks, so that users can select their preferred style
from this space and obtain the corresponding robot trajectory across each task. To facilitate this,
we propose an autoencoder architecture with two encoders: a task encoder 𝜓𝜏 and a style encoder
𝜓𝜃 , as well as one trajectory decoder 𝜙 .
Task Encoder. The task encoder maps input trajectories 𝜉 ∈ Ξ to a latent space of tasks 𝑍𝜏 .

𝜓𝜏 : Ξ ↦→ 𝑍𝜏

This latent space encodes the tasks present in our dataset. We assume that data consists of a
finite number of discrete tasks T . To capture these tasks, we want the latent task space to also be
discrete such that each 𝑧𝜏 ∈ 𝑍𝜏 corresponds to a task 𝜏 ∈ T . Therefore, we discretize the output
of the task encoder by applying the Straight-Through Gumbel Estimator [14]. This technique
constrains 𝑧𝜏 to be a one-hot vector of dimensions 𝑑𝜏 = |T |. For instance, in the example shown
in Figure 2, the task of placing the cup could be mapped to 𝑧𝜏 = [0, 1] while the task of pouring
coffee is mapped to 𝑧𝜏 = [1, 0]. In our experiments we will assume that the number of tasks |T | is
known, but unsupervised metrics such as Normalised Mutual Information (NMI) can also be used
to autonomously estimate the number of discrete tasks in the dataset [38].
Style Encoder. The style encoder𝜓𝜃 maps input trajectories 𝜉 ∈ Ξ to a latent space of styles 𝑍𝜃 .
We will refer to this latent style space as our canonical space:

𝜓𝜃 : Ξ ↦→ 𝑍𝜃

Unlike the discrete space of tasks, we recognize that the robot styles can be continuous. For example,
the robot trajectory in Figure 2 can vary along a continuous spectrum from straight goal-directed
paths to exaggerated motions that stay far from the human. Accordingly, our canonical space 𝑍𝜃

is a continuous manifold. In our experiments we use a 𝑇𝑎𝑛ℎ(·) activation function at the final
layer to bound the canonical space within [−1, 1]𝑑𝜃 , so that our resulting canonical space is a
𝑑𝜃 -dimensional cube.
Trajectory Decoder. Our goal is to let users choose a latent style 𝑧𝜃 from the canonical space and
have the robot perform trajectories aligned with that style in each task 𝑧𝜏 ∈ 𝑍𝜏 . To achieve this, we
include a decoder network 𝜙 that takes both the task and style encodings as input and reconstructs
the corresponding robot trajectories:

𝜙 : 𝑍𝜏 × 𝑍𝜃 ↦→ Ξ

We train the decoder to accurately reconstruct a trajectory 𝜉 given the values for its latent task 𝑧𝜏
and latent style 𝑧𝜃 by minimizing the following loss:

L𝑡𝑟𝑎 𝑗𝑒𝑐𝑡𝑜𝑟𝑦 =
∑︁
𝜉∈D

| | 𝜉 − 𝜙 (𝜓𝜏 (𝜉), 𝜓𝜃 (𝜉)) | |2 (1)

When this loss is minimized, it indirectly encourages the task and style encoders to capture sufficient
representations of the trajectories in the dataset. However, this still does not guarantee that the
representation captured in 𝑍𝜏 aligns with the actual tasks T , or — along the same lines — that the
representation in 𝑍𝜃 aligns with the styles 𝜃 .
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To address this, we propose using a small set of labels Y for trajectories in the dataset. These
labels identify trajectories from different tasks that share similar styles. In Section 4.3, we will
introduce an additional loss function that leverages these labels to ensure that the representation
captured in 𝑍𝜃 aligns with the styles 𝜃 . Further, we will show that by minimizing this loss together
with L𝑡𝑟𝑎 𝑗𝑒𝑐𝑡𝑜𝑟𝑦 , we can also ensure that the latent tasks 𝑧𝜏 align with the actual tasks 𝜏 .

4.2 Characteristics of a User-Friendly Canonical Space
So far we have discussed how our approach can accurately reconstruct robot trajectories using
latent representations of the tasks and styles. However, merely learning latent spaces that can map
to the correct behavior is not sufficient, since — by themselves — these latent spaces may not be
easy for humans to interact with. Our goal is to learn a canonical space where the human can
intuitively click around the manifold to specify their desired style. For instance, given a range of
values from −1 to +1 as shown in Figure 2, how will the user know which regions of the canonical
space correspond to straight or exaggerated trajectories? We now propose ways to structure the
robot’s learning so that the resulting canonical space is more user-friendly.
One way users can build an understanding of the canonical space is by selecting 𝑧𝜃 values and

then visualizing the resulting robot trajectories across tasks 𝑧𝜏 . For example, in Figure 2 the human
might click on 𝑧𝜃 = +1 in the learned canonical space, and then observe how the robot arm moves
in a straight line to its goal. But for this interactive approach to be effective, the canonical space
needs to be organized such that users can quickly find their desired style by visualizing as few 𝑧𝜃
values as possible. We therefore propose structuring the canonical style space to have the following
user-friendly characteristics:

• Consistency. The latent values should result in consistent robot styles 𝜃 across tasks. For
example, if 𝑧𝜃 = +1 corresponds to a straight line path for the task of placing a cup, the
same 𝑧𝜃 should also result in a straight line path for the task of pouring coffee. Therefore,
for any 𝑧𝜃 ∈ 𝑍𝜃 :

𝜃 (𝜙 (𝑧𝜏 , 𝑧𝜃 )) ≈ 𝜃 (𝜙 (𝑧′𝜏 , 𝑧𝜃 )) ∀ 𝑧𝜏 , 𝑧
′
𝜏 ∈ 𝑍𝜏 (2)

This will allow users to customize the robot’s style across all tasks by setting the desired
latent style just once.

• Monotonicity. The styles should vary monotonically as we move from one point in the
latent space to another. For example, decreasing the latent style value from 𝑧𝜃 = +1 to
𝑧𝜃 = −1 should gradually change the robot’s style from straight-line paths to increasingly
exaggerated arm motions. Therefore, for all 𝑧𝜃 , 𝑧′𝜃 ∈ 𝑍𝜃 :

(𝑧𝜃 − 𝑧′
𝜃
) (𝜃 (𝜙 (𝑧𝜏 , 𝑧𝜃 )) − 𝜃 (𝜙 (𝑧𝜏 , 𝑧′𝜃 ))) ≥ 0 (3)

This will enable users to easily find their desired style by interpolating between the extreme
ends of the canonical space.

4.3 Semi-supervised Learning
We now present our complete training process for learning latent representations of the actual
tasks and styles in our dataset, and inducing the user-friendly characteristics — consistency and
monotonicity — in the learned canonical space.
Labeling Style Extremes.We first obtain a small set of labels Y for trajectories having similar
styles but from different tasks. Specifically, we only obtain labels for trajectories that represent
the extremes of the style range, e.g., the most or least exaggerated arm motions in Figure 2. We
believe that labeling the extremes is easier than labeling intermediate styles. For instance, users
find it difficult to distinguish between slightly different arm motions [4]. Note that we do not ask
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users to specify the actual style of a trajectory. We only assume that trajectories with the same
label have similar styles, and correspond to one of the extremes of the canonical space.
Style Classifier.Minimizing the loss L𝑡𝑟𝑎 𝑗𝑒𝑐𝑡𝑜𝑟𝑦 introduced in Section 4.1 trains the decoder to
accurately reconstruct trajectories. Here we include an additional loss to ensure that the canonical
space captures the actual styles and is consistent across tasks and monotonic along each axis.
We consider each 𝑦𝑖 ∈ Y to be a separate class with one-hot labels 𝑐 (𝑦𝑖 ), where Y contains

𝑚 classes. At training time, we pass the labeled trajectories 𝜉 𝑗 ∈ 𝑦𝑖 through the style encoder𝜓𝜃

to obtain their latent styles 𝑧𝜃,𝑗 . We then feed the latent styles into a classifier network Δ that
maps each latent value to a𝑚-dimensional vector of class probabilities 𝑝 𝑗 = [𝑝1, . . . , 𝑝𝑚] such that∑𝑚

𝑘=1 𝑝 𝑗,𝑘 = 1 for any 𝑝 𝑗 ∈ P.
Δ : 𝑍𝜃 ↦→ P

The classifier consists of a single fully-connected layer followed by a softmax layer. We train the
style encoder and classifier to predict the class labels by minimizing the cross-entropy loss:

L𝑐𝑒 = −
∑︁
𝑦𝑖 ∈Y

∑︁
𝜉 𝑗 ∈𝑦𝑖

𝑚∑︁
𝑘=1

𝑐𝑘 (𝑦𝑖 ) log(𝑝 𝑗,𝑘 ) (4)

The subscript 𝑘 refers to the 𝑘-th index in the 𝑚-dimensional vectors of class labels and their
probabilities. Intuitively, this loss encourages trajectories with the same style label 𝑦 to encode to
nearby values within the canonical space, and trajectories with different labels to map to values far
from one other in the canonical space. Particularly, since we only obtain labels for trajectories that
represent the extremes of the styles spectrum, the latent style for each extreme will be placed in
opposite corners of the canonical space.

We apply the following theorem from prior work [10] to show that when theL𝑐𝑒 loss is minimized,
trajectories with the same label are encoded to the same latent value and the value for each label is
positioned in a different corner of the latent space.
Theorem. Consider a latent space 𝑍 = {𝑧 ∈ R𝑑 : | |𝑧 | | ≤ 𝜌𝑍 } with a radius of 𝜌𝑍 > 0 and a linear
classifier with weights𝑊 ∈ R𝑚×𝑑 . Given 𝑁 latent values 𝑍 = {𝑧1, . . . , 𝑧𝑁 } from this space and a
balanced set of labels 𝑌 , the cross-entropy loss L𝑐𝑒 is bounded as:

L𝑐𝑒 (𝑍,𝑊 ;𝑌 ) ≥ log
(
1 + (𝑚 − 1) exp

(
−𝜌𝑍

√
𝑚

𝑚 − 1
| |𝑊 | |𝐹

))
(5)

This bound is tight if there are points 𝜁1, . . . , 𝜁𝑚 ∈ R𝑑 that satisfy the following conditions [10]:
(1) ∀𝑛 ∈ [𝑁 ] : 𝑧𝑛 = 𝜁𝑦𝑛

(2) {𝜁𝑦}𝑦 form a 𝜌Z-sphere-inscribed regular simplex

(3) ∃𝜌W > 0 : ∀𝑦 ∈ Y : 𝑤𝑦 =
𝜌W
𝜌𝑍

𝜁𝑦

Condition (1) states that loss L𝑐𝑒 is minimized when latent values 𝑧𝑛 with the same label 𝑦𝑛
converge to a common point 𝜁𝑦𝑛 in the latent space. This means that trajectories with the same
style label will be encoded to the same latent style value even if they belong to different tasks.
Conditions (2) and (3) state that the points 𝜁1, . . . , 𝜁𝑚 and weights corresponding to each class

must inscribe a regular simplex in the latent space. This means that the latent values will be
positioned at the edges of the latent space, with the points for different labels being equally distant
from one another. For instance, consider the 1D canonical space illustrated in Fig. 2. If we have
labels for𝑚 = 2 classes representing the style extremes, the latent values for the labeled trajectories
will converge to two distinct points (𝜁1, 𝜁2) — one for the most exaggerated trajectories and one for
the least. A regular simplex inscribed in this canonical space would be a line between end-points
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PECAN: Personalizing Robot Behaviors through a Learned Canonical Space 9

𝜁1 = −1 and 𝜁2 = +1. Therefore, when L𝑐𝑒 is minimized, the latent values for the style extremes
will be pushed to the opposite ends of the canonical space.

We take advantage of these conditions to learn a canonical space that captures the actual styles
and exhibits the desired user-friendly characteristics as follows:
Combined Loss. We simultaneously train all networks by minimizing the combined loss L.

L = L𝑡𝑟𝑎 𝑗𝑒𝑐𝑡𝑜𝑟𝑦 + L𝑐𝑒 (6)

First, we examine how minimizing L allows us to represent the actual tasks and styles in the
data using their respective latent spaces. According to condition (1), minimizing the L𝑐𝑒 loss
causes all trajectories with the same label to be encoded to the same latent value. For example,
consider a label with two trajectories, 𝑦𝑖 = {𝜉1, 𝜉2}. When L𝑐𝑒 is minimized, the style encoder𝜓𝜃

will map both trajectories to the same latent style, i.e.,𝜓𝜃 (𝜉1) = 𝜓𝜃 (𝜉2) = 𝑧𝜃,𝑖 . To simultaneously
minimize L𝑡𝑟𝑎 𝑗𝑒𝑐𝑡𝑜𝑟𝑦 , the decoder 𝜙 must reconstruct the trajectories from this same latent style
value. Recall that we assume each label has trajectories with similar styles but from different tasks,
meaning 𝜉1 ≠ 𝜉2. To output two different trajectories given the same latent style as input, i.e.,
𝜙 (𝜓𝜏 (𝜉1), 𝑧𝜃,𝑖 ) ≠ 𝜙 (𝜓𝜏 (𝜉2), 𝑧𝜃,𝑖 ), the decoder will require the trajectories to have different latent
task values. Therefore, the task encoder must learn to map these trajectories to distinct values in
the latent task space, i.e.,𝜓𝜏 (𝜉1) ≠ 𝜓𝜏 (𝜉2). In this way, we can train the task and style encoders to
embed the actual tasks and styles in their respective latent spaces.

Next, we explore how condition (1) enables the style encoder to construct a consistent canonical
space. Following the previous example, we see that minimizing L𝑐𝑒 trains the style encoder to map
trajectories from different tasks to the same latent value. Since these trajectories belong to the same
label, they have the same actual style. This results in a consistent canonical space where a given
latent value corresponds to trajectories with similar styles across different tasks.

Lastly, according to condition (2), minimizing L𝑐𝑒 places the latent values for the extreme styles
at the opposite ends of the canonical space. In practice, we find that training the style encoder to
minimize both L𝑡𝑟𝑎 𝑗𝑒𝑐𝑡𝑜𝑟𝑦 and L𝑐𝑒 causes the latent values of trajectories with intermediate styles
to be placed monotonically between the extremes.
Summary. At training time, our architecture leverages a dataset of user demonstrations D and a
small set of labelsY to learn a latent task space 𝑍𝜏 and a canonical space of styles 𝑍𝜃 . We structure
the canonical space to be consistent and monotonic by optimizing the combined loss in Equation (6).
At runtime, the user selects a latent style 𝑧𝜃 from the learned canonical space. The decoder 𝜙 then
takes this latent style as input and reconstructs the corresponding robot trajectory for each 𝑧𝜏 ∈ 𝑍𝜏 .

In the following sections we will experimentally demonstrate the ability of our proposed archi-
tecture to learn distinct latent spaces for tasks and styles. We will also evaluate the accuracy of the
trajectories generated from these latent representations, and assess whether the learned canonical
space maintains our desired, user-friendly characteristics.

5 SIMULATION EXPERIMENTS
Here we perform controlled simulations to analyze the contributions of each component of PECAN.
We compare the performance of our proposed approach to a state-of-the-art baseline for learning
latent style representations [29] and ablations of our method in two environments: autonomous
driving and robot manipulation (see Figure 3).
Environments. In the first environment we personalize the driving style of an autonomous car
across two tasks,Highway and Intersection. In Highway the autonomous car follows another car
on a highway. In Intersection the autonomous car waits for another car to pass before safely crossing
an intersection. In both tasks, we consider 2D styles 𝜃 = [𝜃1, 𝜃2] that define how aggressively or
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defensively the car drives. Here 𝜃1 corresponds to the maximum speed the car achieves in an empty
section of the road, and 𝜃2 represents the minimum distance that the car keeps from other vehicles
on the road. For example, some users may prefer a high speed of 𝜃1 = 100 km/h until their car is
within 𝜃2 = 30 feet of the next car. Other users may prefer a slow speed of 𝜃1 = 40 km/h but get as
close as 𝜃2 = 10 feet of the next car. We implement these tasks using the CARLO simulator [8].
In the robot environment we move away from the conventional meaning of tasks and styles

to showcase the versatility of our approach. We consider three different robot platforms as the
tasks: a Kuka, Panda, and UR5. In each task (i.e., for each type of robot) the goal is to transfer a
cereal box from one bin to another. The styles are three dimensional 𝜃 = [𝜃1, 𝜃2, 𝜃3], and represent
variations in environment. The variable 𝜃1 is the orientation of the cereal box, while 𝜃2 and 𝜃3 mark
the position of the target bin along the 𝑥 and 𝑧 axis respectively. We implement this environment
using Robosuite [37].
Baselines. We compare PECAN to the following methods:

• Ours-L: An ablation of our approach that does not use any labeled data and only trains
using the L𝑡𝑟𝑎 𝑗𝑒𝑐𝑡𝑜𝑟𝑦 loss. Since it does use labels for trajectories with similar styles, we
expect this approach to learn a canonical space that is not consistent across tasks, similar
to prior work [23].

• Ours-X: An ablation of our approach that uses labels for trajectories with intermediate
styles, instead of the style extremes. We expect such an approach to learn a canonical space
that is consistent but not monotonous.

• SeGMA: A state-of-the-art approach for learning latent styles across multiple classes [29].
Instead of learning two separate task and style spaces, this method learns one combined
latent space where the classes (i.e., tasks) are represented as Gaussians and their variance
captures the styles. A latent style 𝑧𝑠 can be transferred from one task centered at 𝜇𝑠 to
another task centered at 𝜇𝑡 by:

𝑧𝑡 = 𝑧𝑠 + (𝜇𝑡 − 𝜇𝑠 )
This approach uses task labels instead of labels for trajectories with similar styles. Therefore
we do not expect the latent styles to be consistent across tasks.

Training. In each environment we obtain a set of trajectories Ξ, where every trajectory 𝜉 ∈ Ξ
corresponds to a different task and style (𝜏, 𝜃 ). In the driving environment, the trajectories are
generated by simulated humanswith different styles, while in the robot environment, the trajectories
are teleoperated by an expert user. Next, we sample a small set of demonstrations D from the full
set of trajectories Ξ to train the methods. In the driving environment, we create a training dataset
of 16 demonstrations from a set of 352 trajectories such that 8 demonstrations belong to Highway
and 8 belong to Intersection. Four trajectories in each task correspond to the extreme styles — [high
𝜃1, high 𝜃2], [high 𝜃1, low 𝜃2], [low 𝜃1, high 𝜃2], and [low 𝜃1, low 𝜃2] — while the other four are
randomly sampled. In the robot environment, we sample a training dataset of 27 demonstrations
from a set of 60 trajectories. The data is balanced across the three tasks. Of the 9 demonstrations in
a task, 8 represent the style extremes and 1 is randomly sampled.
For Ours-X, all trajectories in a task are randomly sampled. We train all approaches, except

Ours-L, with the same amount of labeled data. SeGMA requires labels for trajectories that belong to
the same task. In contrast,Ours-X and PECAN do not require any task labels and only use labels for
trajectories with similar styles. Our code can be found here: https://github.com/VT-Collab/PECAN.
Testing.We test the performance of each method using the entire set of trajectories Ξ. Specifically,
we measure the accuracy of encoding the tasks (Task Accuracy), the error in reconstructing the
trajectories (Trajectory Error), and the Consistency and Monotonicity of the latent style space.

https://github.com/VT-Collab/PECAN
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Fig. 3. Simulation results for autonomous driving (Top row) and robot manipulation (Bottom row) environ-
ments. We compare our proposed approach, PECAN, to a state-of-the-art baseline, SeGMA, and ablations of
our approach, Ours-L and Ours-X. While SeGMA uses task labels, PECAN uses labels for trajectories with
similar styles (specifically the style extremes). Both ablations use the same architecture as PECAN, however,
Ours-L does not train with any labels, whereas Ours-X uses labels for trajectories with intermediate styles
(instead of the style extremes). In both environments, PECAN achieves comparable Task Accuracy to SeGMA.
Although PECAN has significantly lower Trajectory Error in the robot environment, its performance is similar
to the baselines in the driving environment. The main advantage of PECAN over the baseline methods is that
the canonical spaces learned by our approach are more consistent and monotonic (i.e., more user friendly).
An asterisk (*) denotes statistical significance.

Task Accuracy is 1 if trajectories that belong to the same task are encoded to the same value in
the latent task space, with distinct latent values for trajectories in different tasks. If all trajectories
are mapped to the same latent task, the Task Accuracy is 1/|T |. Trajectory Error is the mean squared
error between the original trajectory and the trajectory reconstructed from the latent style space.
Next, as a proxy for measuring the Consistency of the canonical space, we measure its Inconsistency
by computing the difference between the latent style values of trajectories that have similar styles
but in different tasks. Inconsistency is defined as:

E𝜉1,𝜉2∈Ξ | |𝜓𝜃 (𝜉1) −𝜓𝜃 (𝜉2) | | if 𝜃 (𝜉1) = 𝜃 (𝜉2) and 𝜏 (𝜉1) ≠ 𝜏 (𝜉2) (7)

Here we do not compute Consistency directly using Equation (2) because it requires access to a
function 𝜃 (·) that maps reconstructed trajectories to their actual style values. In our simulations,
we only know the actual tasks and styles for the trajectories in the dataset Ξ, and not for their
reconstructions. Lastly, we measure the Monotonicity of the canonical spaces by computing the
correlation between the latent values and the actual styles of trajectories in Ξ. In a monotonous
space, the difference in latent values of trajectories should be correlated to the difference in their
styles. We measure this using Spearman’s rank correlation coefficient [35]. A coefficient of 1 or −1
indicates perfect correlation, while 0 means that the styles and their latent values are uncorrelated.
We take the absolute value of this coefficient as the Monotonicity of the canonical space.
Results. Our results are displayed in Figure 3. We calculated these results over 20 training runs,
each starting with randomly initialized network weights. We performed one-way ANOVA tests and
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found that the choice of method had a significant effect on Task Accuracy in the autonomous driving
(𝐹 (3, 76) = 58.7, 𝑝 < 0.01) and robot manipulation (𝐹 (3, 76) = 313.1, 𝑝 < 0.01) environments. In
both environments, SeGMA achieved a high Task Accuracy, while Ours-L achieved the lowest.
This is likely because SeGMA is trained with labels for the tasks, whereas Ours-L operates without
any labels. PECAN, on the other hand, does not use task labels like SeGMA. Yet it achieved
a comparable Task Accuracy by leveraging labels for trajectories with similar styles. Post-hoc
comparisons indicated a statistically significant difference (𝑝 < 0.01) between the Task Accuracy of
PECAN and Ours-L in both environments. On the other hand, there was no significant difference
in the Task Accuracy of PECAN and SeGMA in the autonomous driving (𝑝 = 0.57) and robot
manipulation (𝑝 = 0.64) environments.

Our-X also attains high Task Accuracy in the driving environment by leveraging the style labels
similarly to PECAN (𝑝 = 0.07). However, in the robot environment, Ours-X has a significantly
lower Task Accuracy (𝑝 < 0.01) due to a high error in its reconstructed trajectories. These findings
demonstrate that to learn the correct task representation by only using labels for trajectories with
similar styles, it is crucial to optimize both the reconstruction loss and the cross-entropy loss, as
we theoretically suggested in Section 4.3.

Next, we observed that the canonical spaces learned by PECAN are more consistent and monot-
onous than those learned by any of the baselines. One-way ANOVA tests revealed that the choice
of method had a significant effect on the Consistency (𝐹 (3, 76) = 27.5, 𝑝 < 0.01) and Monotonicity
(𝐹 (3, 76) = 30.3, 𝑝 < 0.01) of the canonical space in the driving environment. Post-hoc comparisons
indicated that the spaces learned by Ours-L show comparable Monotonicity (𝑝 = 0.53) to PECAN
but lack Consistency (𝑝 < 0.01) because of not using any labels. In contrast, Ours-X manages
to learn a consistent latent space by using the style labels similar to PECAN (𝑝 = 0.99) in the
driving environment. However, it lacks Monotonicity (𝑝 < 0.01) because it obtains labels for the
intermediate styles rather than the style extremes. SeGMA does not leverage any style labels and
thus has a lower consistency (𝑝 < 0.01) and monotonicity (𝑝 < 0.01) than PECAN.

Takeaways. These results demonstrate that PECAN can successfully learn the task and style
encodings by only using labels for trajectories with similar styles. While SeGMA achieves similar
accuracy in encoding the tasks and reconstructing trajectories by using task labels, unlike PECAN, it
does not learn a consistent andmonotonic canonical space.We hypothesize that these characteristics
make the canonical space intuitive for users to understand, enabling them to easily find a latent
value corresponding to their preferred style.

Our ablations highlight that each component of PECAN is critical for constructing a user-
friendly canonical space. The style labels ensure that PECAN learns a consistent canonical space
and obtaining these labels for trajectories with extreme styles helps in making the space monotonic.
Conversely, the canonical space learned by Ours-L is inconsistent because it does not use any labels,
while the canonical space learned by Ours-X is consistent but not monotonic because it uses labels
for intermediate styles as opposed to the style extremes.

6 USER STUDY
Our simulated experiments indicate that our proposed approach learns a consistent and monotonic
space of styles. In this section, we will investigate whether these characteristics actually make
the canonical spaces user-friendly, and whether users are able to leverage these spaces to directly
personalize robot behaviors.

We conducted two in-person user studies to evaluate the effectiveness of PECAN with real users.
In the first study, we compare two direct approaches for personalizing the trajectory of a robot
arm using learned canonical spaces. Specifically, we test whether the consistent and monotonic
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Pybullet Simulation

Robot Study Interface

Canonical spaces

Car Study Interface

Fig. 4. Interfaces for personalizing the behavior of the robot (Left) and the autonomous car (Right) in our user
studies. In the robot study, the canonical space was a 1D line which represented the distance that the robot
maintains from the user. Users personalized the style of the robot’s trajectory by moving the slider along the
line. For tasks 1 and 2, users could visualize the robot’s trajectory in a Pybullet simulation before executing
it on the robot in the real world. In the car study, the canonical space was a 2D square which captured the
maximum speed of the autonomous car and the minimum distance it maintains from other cars on the road.
Users personalized the car’s driving style by selecting different points inside the square. Since the driving
environment was entirely in simulation, there was no need to visualize the car’s trajectory separately before
execution. Figure 3 shows examples of the simulated car in the Highway and Intersection tasks.

spaces learned by PECAN are more intuitive to users than the spaces learned by the state-of-the-
art baseline, SeGMA. In the second study, we address the overarching question of how to best
personalize robot styles: through direct selection in a style space, or via indirect methods that learn
from user feedback. We compare our direct approach, PECAN, with a standard indirect method
from prior work [27]. We test these approaches in the context of customizing the driving style of
an autonomous car and assess the pros and cons of each method.

6.1 Learning User-Friendly Canonical Spaces
In our first user study, we tested if structuring the canonical spaces to be consistent and monotonic
makes them more user-friendly for personalizing robot styles. A user-friendly space should be
intuitive and easy to use, enabling users to quickly find their desired style. We compared two
approaches for learning a canonical space of robot styles: PECAN and SeGMA [29]. Our simulations
in Section 5 showed that both approaches effectively learned latent representations of the tasks and
styles from robot trajectories. However, the spaces learned by PECAN were more consistent and
monotonic as compared to those learned by SeGMA. Therefore, we hypothesized that users would
find PECAN to be more intuitive and easier to use than SeGMA for personalizing robot styles.

Experimental Setup. Participants in this study interacted with a 6-DoF UR5 robot arm in three
manipulation tasks: (i) handing over a plate to the user (Handover Plate), (ii) placing a cup in
front of the user (Place Cup), and (iii) pouring coffee into the cup (Pour Coffee). In each task, the
robot’s style was defined by the distance it maintained from the user. At one extreme, the robot
could follow a straight-line path that comes very close to the user, while at the other extreme, it
could take a curved path that stays as far from the user as possible. To personalize the robot’s
trajectory, each user interacted with an interface containing a canonical space of the robot’s styles.
The interface featured a task selection menu, a slider for choosing the latent style (as shown in
Fig. 4-Left), and buttons to execute the trajectory corresponding to the chosen style in a Pybullet
simulation and on the real robot. We pre-programmed the robot to pick up the objects for each task
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Table 1. Survey questions (Likert scales with 7-option response format). We grouped questions into five scales
and tested their reliability using Cronbach’s 𝛼 . The reliability scores presented in the table are based on the
responses recorded in the robot user study.

Questionnaire item Reliability
Easy
- It was easy to personalize the robot trajectory using this interface. 0.89
- It was challenging to personalize the robot trajectory using this interface.
Intuitive
- I was able to understand how moving the slider changed the robot trajectory.
- It was difficult to understand how the robot trajectory would change by moving the slider. 0.94
- The interface was intuitive to use for personalizing the robot trajectory.
- I did not find the interface intuitive for personalizing the robot trajectory.
Accurate
- In the end, I was able to accurately personalize the robot trajectory. 0.88
- In the end, I was unable to personalize the robot trajectory accurately.
Easy (No Visuals)
- It was easy to personalize the robot trajectory in the third task based on the first two tasks. 0.93
- It was challenging to personalize the robot trajectory in the third task based on the first two tasks.
Prefer
- Overall, I would prefer to use this interface to personalize the robot trajectory. 0.85
- Overall, I would not like to use this interface to personalize the robot trajectory.

(i.e., plate, cup, or kettle) from their initial positions. The robot then performed the tasks according
to the style selected by the user. See videos here: https://youtu.be/wRJpyr23PKI

Participants performed the three tasks in the order given above. In the first two tasks, Handover
Plate and Place Cup, they could preview the robot’s trajectory in the Pybullet simulation before
executing it in the real world. However, they did not have this option in the third task of Pour
Coffee and had to find their target style based on their experience of using the interface in the first
two tasks. We did this to determine if users could build an accurate understanding of the canonical
space, enabling them to effectively transfer it to new tasks. Therefore, we treated the first two tasks
as familiarization tasks and evaluated the user performances in the Pour Coffee task. We anticipated
that a consistent and monotonic canonical space would be easier for users to learn and apply across
new tasks without the need to visualize the robot’s behavior.
Independent Variables. We compared our proposed approach (PECAN) to a state-of-the-art
baseline for generating latent style representations (SeGMA). To train these methods, we provided
3 demonstrations each in the Handover Plate and Place Cup tasks. Two of those demonstrations
represented the extreme styles in that task — trajectories with the maximum and minimum distance
to the user. Additionally, we asked each participant to provide 2 demonstrations in the Pour Coffee
task, one for each of the extreme styles. In total, we trained PECAN and SeGMA using a dataset of
8 demonstrations with labels for the trajectories with extreme styles. For PECAN, we assigned the
same label to trajectories with similar styles across the tasks. On the other hand, we provided the
same label for trajectories in the same task when training SeGMA.
Participants and Procedure.We recruited 14 participants (3 female, average age 28 ± 5 years)
from the Virginia Tech community. Participants gave informed written consent under IRB #23-
1237. At the start of the experiment, users kinesthetically guided the robot arm to demonstrate
trajectories for the extreme styles in the Pour Coffee task. We then trained both methods on the
user demonstrations along with the six previously collected demonstrations. Users interacted with

https://youtu.be/wRJpyr23PKI
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the robot in all three tasks — once with each method. They completed the tasks in a fixed order but
the ordering of the methods was counterbalanced: half of the users started with PECAN and the
other half started with SeGMA.
In the Handover Plate and Place Cup tasks, users personalized the robot’s trajectory once to

match distinct target styles. Then, in the Pour Coffee task, users personalized the robot’s motion
twice to achieve two additional target styles. We randomly sampled the four target styles for each
user. For each style, users had 3 attempts to perform the task on the real robot while ensuring that
its trajectory stayed within a small tolerance of the desired distance. To help users gauge the actual
style of the robot’s trajectory, we displayed its maximum distance from the user on the interface.
Dependent Variables. For each task we recorded the number of attempts that users took to achieve
the target style on the real robot (Real Attempts). We also recorded the number of times users
visualized the latent styles in simulation before executing them in the real world (Sim Attempts)
for the Handover Plate and Place Cup tasks. A higher number of attempts indicated that it was
difficult for users to identify their desired styles in the learned canonical space. Specifically, in
the Pour Coffee task, where users did not have the option to simulate the styles, a higher number
of attempts indicated that the interface was not intuitive and consistent across tasks. We also
measured the error in the distance (Style Error) and final position (Task Error) of the trajectories
executed by users in their last attempt for each target style.

After working with each interface users answered a 7-point Likert scale survey (see Table 1). This
survey measured their subjective responses along five scales: the Intuitiveness of the interface, how
Easy it was to personalize the robot’s style with that interface, how easy it was to personalize the
robot’s style without visual information (No Visuals), the Accuracy of the reconstructed trajectories,
and if they Preferred using that interface. Users also detailed their experience after using each
interface in an open-ended response.
Hypothesis. We had the following hypotheses:

H1. Users will find interfaces that use PECAN to be easier and more intuitive than
those that use SeGMA for personalizing the robot trajectory.
H2. Users will subjectively prefer using canonical spaces learned by PECAN over those
learned by SeGMA.

Results. Our results are presented in Fig. 5. In the first two tasks users required a similar number of
real attempts for both methods. This was because they could spend ample time refining their desired
style in simulation before executing it on the real robot. Therefore, we tested our first hypothesis by
comparing the performance of the two methods in the Pour Coffee task. A two-tailed paired t-test
showed a significant difference in the number of real attempts (𝑝 < 0.01) with PECAN and SeGMA.
This suggests that PECAN is more intuitive and consistent than SeGMA, making it easier for users
to find their target style. Subjectively, users reported that it was easier to personalize the robot with
PECAN than SeGMA, especially in the third task where they had no visual information (𝑝 < 0.05).
Users also reported that they found PECAN to be more intuitive than the baseline. A two-tailed
paired t-test showed a significant difference in the combined ratings of the Easy (𝑝 < 0.05) and
Intuitive (𝑝 < 0.05) scales for PECAN and SeGMA. This result supported hypothesis H1.
In total, 11 out of 14 users stated that they preferred working with interfaces trained using

PECAN, giving it a significantly higher rating than SeGMA on the Prefer scale (𝑝 < 0.05). This
result supported H2.
Takeaways. Overall, these results demonstrate that the consistent and monotonous spaces learned
by our approach are more intuitive for users, making it easy for them to personalize the robot,
especially when they cannot simulate the robot’s motion before executing it in the real world. In
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Fig. 5. Objective and subjective results from the robot user study. (Left) User applies the same latent value
𝑧𝜃 from Place Cup to Pour Coffee expecting a similar style across both tasks. PECAN produces trajectories
with similar distances 𝜃 for Place Cup and Pour Coffee, but SeGMA generates a straight line trajectory for
Pour Coffee. (Top Right) When using PECAN participants had lower task error, style error, and fewer real
attempts (t(13) = -3.12, p < 0.01) performing new tasks without visual information. (Bottom Right) Subjectively
participants prefer (t(13) = 2.55, p < 0.05) working with PECAN compared to SeGMA, as they found PECAN
more intuitive (t(13) = 3.35, p < 0.01), and easy (t(13) = 2.68, p < 0.05) especially without visual information
(t(13) = 2.76, p < 0.05). An asterisk (*) denotes statistical significance.

their open-ended response, five users stated that the slider (i.e., canonical space) for the baseline
approach, SeGMA, was inconsistent across tasks. For example, one user wrote that “this one [SeGMA]
appeared to change for each task, which made it hard to get to understand the slider”. Therefore, users
needed more attempts to achieve their target style in the Pour Coffee task with SeGMA as compared
to PECAN. We also observed that users achieved a lower task and style error in the Pour Coffee
task when using PECAN, although the difference was not statistically significant.

6.2 Direct vs. Indirect Personalization
In the second user study we determined the pros and cons of directly selecting the robot’s style
compared to indirect methods that estimate the style from user feedback (e.g., ranking robot trajec-
tories). Participants were presented with two fundamentally different approaches for modifying an
autonomous car’s driving style — our direct approach, PECAN, and an established approach for
indirectly learning from human preferences [27].
Independent Variables. Specifically, we compared PECAN to an active preference-based learning
approach, which we refer to as APReL. We implemented this approach based on the code provided
in [5]. At each step, APReL presented two trajectories to the users, each representing a different
style, and asked them to choose their preferred trajectory. Based on their choices, APReL inferred
the individual user styles. It strategically selected these trajectories to maximize the information it
gained about the user’s style from their choice. For example, showing trajectories with distinctly
different speeds, such as one high-speed and one low-speed, is more informative than showing
two trajectories with similar speeds. In our implementation, APReL selected the trajectories from
a discrete space of 176 uniformly sampled styles. We trained PECAN with 24 demonstrations: 8
demonstrations corresponded to the extreme styles and 16 were sampled randomly, as explained in
Section 5. It is important to note that, unlike our approach, APReL has direct access to the features
that parameterize the driving style of the autonomous car. Therefore, we might expect this baseline
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to outperform our approach because it knows the actual styles, while our approach must learn
these styles from user demonstrations.
Experimental Setup. The driving simulation in this study was the same as in Section 5. We
had two tasks, Highway and Intersection, and 2D styles that depended on the speed of the
autonomous car and the minimum distance that it maintains from other vehicles. For PECAN,
users selected their preferred style by clicking on a point in a 2D canonical space as shown in
Figure 4-Right. In contrast, APReL showed simulations of two car trajectories and asked users to
select the trajectory that best matched their preferred style.
Participants and Procedure. We recruited 10 participants (2 female and 1 undisclosed, average
age 27 ± 5 years) from the Virginia Tech community. None of these participants took part in our
first user study. Participants gave informed written consent under IRB #23-1237.

We asked each user to personalize the driving style of the autonomous car to a randomly sampled
style (i.e., car speed and following distance) across both tasks. Users customized the car’s style using
both direct (PECAN) and indirect (APReL) approaches. We counterbalanced the ordering of these
approaches. When using PECAN, users clicked on points in the canonical space and visualized the
car behavior until they found their target style. Importantly, we did not describe how the styles
are distributed in this space. We only showed users the car’s behavior for the latent values in each
corner. For APReL, we explained that the interface will present two options and users must select
the best option that trains the car to achieve their target style. After each selection, the interface
updated its estimate of the user’s style and showed the learned behavior. For both methods, users
had to achieve the desired style within a tolerance of ±15 km/h speed and ±5 feet distance.
Dependent Variables. For the indirect approach (APReL) we recorded the total number of queries
that users had to answer for personalizing the car’s behavior. For the direct approach (PECAN)
we counted the total number of points that users had to visualize for finding their preferred style.
We collected the subjective responses of users for the same scales as in Table 1. We also added
another scale for measuring if users perceived that they required fewer attempts (clicks or queries)
to personalize the robot as they gained more experience with each method (Learn).
Hypothesis. We hypothesized that:

H3. Users will find it easier to personalize the driving style of the autonomous car with
our direct approach (PECAN) as compared to the indirect baseline (APReL).
H4. Users will prefer using our direct approach (PECAN) over the indirect baseline
(APReL) for personalizing the driving style of the autonomous car.

Results. Our results are summarized in Figure 6. Users were able to successfully personalize the
style of the autonomous car with both direct (PECAN) and indirect (APReL) approaches. When
using PECAN, 6 out of 10 users were able to personalize the car’s style with a single click in at least
one of the driving tasks! By contrast, there was only one instance when APReL learned the target
style after a single query. Although users required fewer attempts (clicks or queries) on average to
achieve their target style with PECAN (𝑀 = 6.1, 𝑆𝐸 = 0.87) than with APReL (𝑀 = 7.2, 𝑆𝐸 = 1.05),
a two-tailed paired t-test did not show a significant difference (𝑡 (9) = −1.14, 𝑝 = 0.28).

Overall, 7 out of 10 users stated in the survey that they preferred using our direct approach. While
they gave a higher rating for PECAN (𝑀 = 5.6, 𝑆𝐸 = 0.57) than APReL (𝑀 = 4.9, 𝑆𝐸 = 0.45) on the
Prefer scale, the difference was not statistically significant. We only saw a significant difference in
their subjective ratings for Learn (𝑡 (9) = 2.67, 𝑝 < 0.05).
Discussion. While a majority of the users performed slightly better with our direct approach
(PECAN) and preferred it over the indirect approach (APReL), the differences were not sufficient to
support either hypothesis. There are two potential reasons for this result:
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Fig. 6. Objective and subjective results for the second user study. (Left) The average error in the style of the
personalized car trajectory in both tasks. (Center) The total number of attempts (queries or clicks) required
by users to personalize the car in both tasks. (Right) Users found both the direct and indirect approaches to
be intuitive, accurate, and easy to use. In particular, they perceived that they needed fewer clicks to find their
desired style as they gained more experience with our direct approach.

First, users may have individual preferences for how they personalize the robot’s behavior. For
example, most users preferred PECAN because they liked that they could quickly change the car’s
behavior without waiting for it to learn, stating that it was “quicker at learning and took fewer
attempts”. On the other hand, some users preferred APReL since they found it more convenient to
passively respond to queries than actively selecting their style, even if it took more time, stating
that they liked to “just observe and then decide on the preferred trajectory".
Second, the baseline had direct access to the features that define the car’s style. By contrast,

our approach had to learn a representation of the styles from data. This meant that while the
baseline could directly reason about the car’s driving style, users had to spend some time with our
interface to understand how the latent values mapped to actual styles. Notably, in this study, users
did not have any practice time before using the interfaces. They only interacted with the interfaces
6-7 times on average. Based on the subjective responses of users for the Learn scale, we think
that people can do better with more experience using PECAN. Hence, we conducted a follow-up
study to further validate our findings and develop a better understanding of the advantages and
disadvantages of using direct and indirect methods for personalizing robot behaviors.

6.3 Follow-up Study: Direct vs. Indirect Personalization
Participants in the second user study reported that they needed fewer attempts to personalize
the car’s behavior as they gained more experience with our direct approach. Therefore, in our
follow-up study we compared our direct approach, PECAN, to the indirect baseline, APReL, with
users who have practiced with both approaches.
We recruited 10 new participants (1 female, average age 20 ± 1 years) from the Virginia Tech

community. None of these participants were involved in the first two studies. We followed the same
procedure as the previous study with the following changes: (i) Before starting the experiment, we
gave the participants 10 minutes with each approach to practice personalizing the driving style of
the autonomous car. (ii) To obtain a more consistent measurement of their objective performance,
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Fig. 7. Objective and subjective results for the follow-up study comparing direct and indirect approaches for
personalizing robot styles with experienced users. (Left) The average error in the style of the personalized
car trajectory in both tasks. (Center) The average number of attempts (queries or clicks) required by users
to personalize the car for each target style across both tasks. After practicing with both approaches for 10
minutes, users were able to achieve their target style more accurately with our direct approach, PECAN, and
needed fewer attempts to do so than the indirect baseline, APReL. (Right) Subjectively, experienced users
found PECAN to be more intuitive, accurate, and easy to use than APReL. Consequently, they preferred it
over the indirect baseline for personalizing the car’s trajectory across tasks.

we asked the participants to personalize the car’s trajectory for four distinct target styles, as
compared to just one target style in Section 6.2. For each target, users were given a maximum of
ten attempts (i.e., clicks or queries).
Hypothesis. We extended H3 and H4 to obtain the following hypotheses:

H5. After gaining experience with both approaches, users will find it easier to person-
alize the autonomous car’s driving style with our direct approach (PECAN) than the
indirect baseline (APReL).
H6. After gaining experience with both approaches, users will prefer using our direct
approach (PECAN) to the indirect baseline (APReL) for personalizing the car’s style.

Results. The results of the follow-up study are shown in Figure 7. After practicing with both
approaches, we observed that users required significantly fewer clicks or queries to personalize
the autonomous car’s style with PECAN than with APReL. A two-tailed paired t-test showed
a statistically significant difference (𝑡 (9) = −3.28, 𝑝 < 0.01) between the average number of
attempts required by users per style with PECAN (𝑀 = 2.1, 𝑆𝐸 = 0.33) and APReL (𝑀 = 3.9,
𝑆𝐸 = 0.48). Subjectively, experienced users found our direct approach, PECAN, to be significantly
easier (𝑝 < 0.01) and intuitive (𝑝 < 0.01) than the indirect approach, APReL. This result supported
our hypothesis H5.
Overall, 9 out of 10 users stated that they preferred to directly specify the style instead of

providing indirect feedback, and gave a significantly higher rating (𝑡 (9) = 3.98, 𝑝 < 0.01) for
PECAN (𝑀 = 5.7, 𝑆𝐸 = 0.48) than APReL (𝑀 = 2.1, 𝑆𝐸 = 0.48) on the Prefer scale. This result
supported our hypothesis H6.
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Table 2. Open-ended responses from participants in the follow-up study that highlight the pros and cons of
direct and indirect approaches for personalizing robot behaviors.

Direct (PECAN) Indirect (APReL)
Pros:

"This interface felt more intuitive and made the experience
feel more personable."
"I liked the interface as I was able to get closer to the
optimal point easily and quickly."
"I liked that it was relatively easy to place points on the
graph and see what reaction they had on the scenario."
"Having an array of options rather than a binary decision
made it feel much more personal and easy to use."

Pros:

"I liked how the two options for trajectory that were
given were different."
"I thought that it was relatively easy to make changes."

Cons:

"Definitely a bit tricky at first but once there were a few data
points to base my entries off of it became much easier."
"One thing I did not like about the interface was how the
values were not on the grid."
"I did not like that the axes of the graph were not labeled."
"The one thing I struggled with is how the grid is not linear ."

Cons:

"It took manymore tries for me to get the speed
and distance close to the target."
"I overall did not like this as it seemed to give me
substantially less control over what was happening."
"Sometimes I couldnt understand why the
trajectory didnt change in the way I wanted."
"I did not like that I was unable to tune speed or
distance independently."

Takeaways. In this follow-up study users had the opportunity to practice personalizing the car’s
driving style with both direct (PECAN) and indirect (APReL) approaches. We did not describe
how the styles were distributed in the canonical space for PECAN nor did we explain how APReL
learned from the user’s choices. After just 10 minutes of practice, users found PECAN to be easier
and more intuitive than APReL, enabling them to achieve the target styles in fewer attempts.

Each user was tasked with personalizing the car’s motion for four different target styles, allowing
them to interact with each approach more times than in the previous study. Here we observed that
in a few instances, APReL presented users with two trajectory options, neither of which aligned
with their target style. For example, one user stated that “often, my options were to increase my speed
and distance or decrease the speed and distance when I needed to tune them opposite of each other".
Such instances were confusing for users, causing them to not achieve their target styles within ten
attempts. Therefore, users had a significantly higher style error with APReL than with PECAN.
We summarize the feedback provided by users on the advantages and disadvantages of both

approaches in Table 2. We have included all comments: we only omit redundant comments and
surplus details for clarity. Overall, users found that directly personalizing the car’s style using
PECAN was more intuitive, easy, quick, and personable. Although understanding how the latent
values mapped to actual styles was initially tricky, users reported that it became much easier after
a few tries. Conversely, while users appreciated the options presented by the indirect approach
(APReL), they felt they had less control over its learning process and sometimes struggled to
understand how their choices affected the car’s learned behavior.

A common critique of our direct approach was that users wanted the styles and axes to be labeled
in the canonical space. However, unlike the indirect approach, PECAN does not know the actual
styles. We only use weak supervision to learn the canonical space from demonstration data. To
enumerate the actual styles in the canonical space, we would need labels that specify the exact
styles of trajectories in the dataset, not just whether they have similar styles. Another critique was
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that, although our canonical space was monotonic, users would have preferred it to be linear. This
meant that, after visualizing the car’s style for a couple of points in the canonical space, users could
estimate the direction in which their target style would lie in the space, but not the exact distance.
We aim to address this issue in future work by inducing proportionality in our canonical space.
Despite this limitation, our results show that a monotonic canonical space is sufficient for users to
find their desired style in a few clicks.

7 CONCLUSION
In this paper we enabled humans to directly personalize robot behaviors through a canonical
style space. We first introduced PECAN, a learning and interfaces algorithm that leverages weak
supervision to construct the canonical space from task demonstrations. Next, we theoretically
demonstrated why the model structure, training data, and loss functions used in PECAN help
ensure that this canonical space is intuitive and user-friendly. In practice, our approach outputs
a low-dimensional manifold; each point in the manifold corresponds to a style, and humans can
specify their desired style across each task in the dataset by simply clicking on their preferred point.
When experimentally compared to the alternatives, PECAN resulted in a more consistent interface
that participants found easier to use over repeated interactions.
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